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Abstract. We extend the idea of model-based algorithms for deterministic optimization to simulation optimization over continuous space. Model-based algorithms iteratively generate a population of candidate solutions from a sampling distribution and use the performance of the candidate solutions to update the sampling distribution. By viewing the original simulation optimization problem as another optimization problem over the parameter space of the sampling distribution, we propose to use a direct gradient search on the parameter space to update the sampling distribution. To improve the computational efficiency, we further develop a two-timescale updating scheme that updates the parameter on a slow timescale and estimates the quantities involved in the parameter updating on the fast timescale. We analyze the convergence properties of our algorithms through techniques from stochastic approximation, and demonstrate the good empirical performance by comparing with two state-of-the-art model-based simulation optimization methods.
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1. Introduction

Many engineering systems require optimization over continuous decision variables to improve system performance. Due to the scale and complexity of those systems, the system performance is often evaluated through simulation or experimentation that has noise, so only samples of system performance are observed. Such problems are often referred to as simulation optimization problems in the literature. As characterized by Fu et al. (2008), there are four main classes of approaches to simulation optimization over continuous space: (i) sample average approximation, e.g., Rubinstein and Shapiro (1993), de Mello et al. (1999), Kleywegt et al. (2002); (ii) stochastic gradient methods or stochastic approximation, e.g., Kiefer and Wolfowitz (1952), Spall (1992), Kushner and Yin (2004); (iii) sequential response surface methodology, e.g., Barton and Meckesheimer (2006), Huang et al. (2006), Chang et al. (2013); and (iv) deterministic metaheuristics, a broad category of methods that generalize deterministic metaheuristics to the simulation optimization setting, e.g., Olsson (2006), Shi and Olsson (2000), Andradóttir (2006), Scott et al. (2011). As noted in the survey papers by Fu (2002a, b), when it comes to solving practical problems, the optimization algorithms actually implemented in simulation software are evolutionary algorithms and other metaheuristics from deterministic nonlinear optimization, such as genetic algorithms (Goldberg 1989), tabu search (Glover 1990), and random search (Zabinsky 2003, Andradóttir 2006).

Among deterministic metaheuristics, a recent class of methods under the name of “model-based methods” have been proven to work very well for deterministic nonlinear optimization problems (Zlochin et al. 2004, Hu et al. 2012). Model-based methods typically assume a sampling distribution (i.e., a probabilistic model), often within a parameterized family of distributions, over the solution space, and iteratively carry out the two interrelated steps: (1) draw candidate solutions from the sampling distribution and (2) use the evaluations of these candidate solutions to update the sampling distribution. The hope is that at every iteration, the sampling distribution is biased toward the more promising regions of the solution space, and will eventually concentrate on one or more of the optimal solutions. Examples of model-based algorithms include ant colony optimization (Dorigo and Gambardella 1997), annealing adaptive search (AAS) (Romeijn and Smith 1994), probability collectives (PCs) (Wolpert 2004), the estimation of distribution algorithms (EDAs) (Larrañaga
et al. 1999, Muhlenbein and Paas 1996), the cross-entropy (CE) method (Rubinstein 2001), model reference adaptive search (MRAS) (Hu et al. 2007), the interacting-particle algorithm (Molvaioglu et al. 2009, 2010), and gradient-based adaptive stochastic search (GASS) (Zhou and Hu 2014). These algorithms retain the primary strengths of population-based approaches such as genetic algorithms, while providing more flexibility and robustness in exploring the entire solution space. There are a few attempts at extending model-based methods to simulation optimization, mostly with a focus of how to allocate simulation budget to candidate solutions in each iteration of the algorithm: Chepuri and de Mello (2005) proposed a simple heuristic sampling scheme to determine the number of simulation replications in each iteration for the CE method; Hu et al. (2008) studied sufficient conditions on the simulation allocation rule in MRAS to guarantee convergence of the algorithm and proposed the method of stochastic model reference adaptive search (SMRAS); more recently, He et al. (2010) developed the algorithm under the name of cross-entropy with optimal computing budget allocation (CEOCBA), which nicely incorporates the idea of optimal computing budget allocation (OCBA) (Chen et al. 2000, Chen and Lee 2010) into each iteration of the CE method.

Motivated by model-based methods but different from the aforementioned approaches, we propose a framework of incorporating gradient search into model-based optimization: by viewing the original problem as another optimization problem over the parameter space of the sampling distribution, we use a direct gradient search to update the parameter while drawing new solutions from the sampling distribution. This idea has been exploited for deterministic nondifferentiable optimization in our earlier work (Zhou and Hu 2012, 2014). In this paper, we extend this idea to the setting of simulation optimization, where the performance of a candidate solution can only be estimated through simulation or experimentation. As a result, the gradient and Hessian terms involved in the gradient search need to be estimated jointly by candidate solutions and their performance estimates. With the aim of reducing the sample size to further improve the efficiency, we develop a two-timescale scheme that updates the parameter on a slow timescale and estimates the gradient and Hessian terms using the samples on a fast timescale. The resultant algorithm is essentially a two-timescale stochastic approximation scheme, which allows us to use theory and tools from the multi-timescale stochastic approximation literature (Borkar 1997, 2008; Bhatnagar and Borkar 1998; Bhatnagar et al. 2013) to analyze the convergence of the algorithm.

The rest of the paper is organized as follows. Section 2 introduces and develops the main idea behind the proposed algorithm. Section 3 presents our proposed algorithm and the two-timescale variant. Section 4 presents the main convergence result. The entire convergence analysis of the algorithms is presented in the accompanying online supplement. Section 5 illustrates the performance of our algorithms by comparing with the CEOCBA method on several benchmark problems and with SMRAS on a simulation optimization problem. Finally, we conclude the paper in Section 6.

2. Main Idea and Algorithm Development

We consider the following simulation optimization problem:

$$\max_{x \in \mathcal{X}} H(x) \triangleq E[h(x, \xi_x)],$$

where $\mathcal{X} \subseteq \mathbb{R}^d$, is a compact set, $\xi_x$ represents the randomness in the system, and the subscript $x$ signifies the distribution of $\xi_x$ may depend on $x$, and the expectation is taken with respect to the distribution of $\xi_x$. Assume that $H$ is bounded on $\mathcal{X}$, i.e., $\exists H_{lb} > -\infty$, $H_{ub} < \infty$ s.t. $H_{lb} \leq H(x) \leq H_{ub}$. Due to the complexity of the system, the analytical form of $H$ is often not available. For a given $x$, its feasibility can be determined easily, but its performance $H(x)$ can only be estimated through stochastic simulation or experimentation, which returns a sample of $h(x, \xi_x)$. We also assume $H(x)$ is Lipschitz continuous. Continuity of the objective function is needed because one underlying assumption behind our algorithms is that the solutions in a neighborhood have similar performance.

2.1. Main Idea

In this section, we will explain our main idea on a high level and focus more on the intuition. We will leave the technical details to the next section on the formal development of the algorithms.

As in many model-based methods, we introduce a parameterized family of densities $\{f(x; \theta)\}$ as the sampling distribution, where $\theta$ is the parameter that will be updated over iterations. We will illustrate our idea by first considering the function

$$L(\theta) \triangleq \int H(x)f(x; \theta)\,dx.$$  

It is easy to see that

$$L(\theta) \leq H(x^*),$$

and the equality is achieved if and only if all the probability mass of $f(x; \theta)$ concentrates on a subset of the set of global optima. If such a $\theta$ exists, it will recover the optimal solution and the optimal function value. For example, assuming the optimal solution $x^*$ is unique and $f(x; \theta)$ is a Gaussian distribution, then $x^*$ will be recovered by a degenerate distribution that concentrates only at $x^*$, which corresponds to the mean of the Gaussian being equal to $x^*$ and the variance being zero.

In contrast to $H(x)$, which does not necessarily have differentiability, the function $L(\theta)$ is continuous and
differentiable in $\theta$ under some mild conditions on $f(x; \theta)$, and hence direct gradient methods may be used to update $\theta$ by taking advantage of this structural property. Moreover, the updated sampling distribution $f(x; \theta)$ guides the stochastic search on the solution space of $H(x)$, and hence maintains a global exploration of the solution space. Viewed from the perspective of balancing exploration and exploitation, the direct gradient search on $\theta$ tries to exploit the promising region on the $\theta$-space while the sampling distribution keeps exploration on the $x$-space. This leads to a natural idea of incorporating direct gradient search within the framework of model-based optimization, with the hope to combine the relative fast convergence of gradient search with the global exploration of model-based optimization. More specifically, such an incorporation can be done by iteratively carrying out the following two steps:

1. Generate candidate solutions from the sampling distribution.
2. Based on the evaluations of the candidate solutions, update the parameter of the sampling distribution via direct gradient search.

For the second step above, computing the gradient and (approximate) Hessian is easy and only requires evaluation or estimation of the objective function $H(x)$. Assuming that the derivative and integral can be interchanged (which will be formally justified later), we can derive an expression for the gradient of $L(\theta)$ as follows:

$$\nabla_\theta L(\theta) \!=\! \nabla_\theta \int H(x) f(x; \theta) \, dx$$
$$\quad \!=\! \int H(x) \nabla_\theta f(x; \theta) f(x; \theta) \, dx$$
$$\quad \!=\! E_{f_\theta}[H(x) \nabla_\theta \ln f(x; \theta)].$$

Throughout the paper, we will use the notation $E_{f_\theta}$ to denote the expectation taken with respect to the distribution $f(\cdot; \theta)$, which is parameterized by $\theta$. We note that any unbiased estimator $\hat{H}(x)$ of $H(x)$ leads to unbiased estimation for $E_{f_\theta}[H(x) \nabla_\theta \ln f(x; \theta)]$, since

$$E[\hat{H}(x) \nabla_\theta \ln f(x; \theta)] = E_{f_\theta}[E[\hat{H}(x) \nabla_\theta \ln f(x; \theta)]$$
$$\quad = E_{f_\theta}[H(x) \nabla_\theta \ln f(x; \theta)],$$

where the inner expectation is taken with respect to the randomness in $\hat{H}(x)$. Hence, to estimate the gradient $\nabla_\theta L(\theta)$, we can first draw a sample $x$ from $f(\cdot; \theta)$ and then plug into $\hat{H}(x) \nabla_\theta \ln f(x; \theta)$.

### 2.2. Formal Development

For the development of a simple and yet flexible algorithm, we introduce a shape function $S_{\theta} : \mathbb{R} \rightarrow \mathbb{R}^+$, where the subscript $\theta$ signifies the possible dependence of the shape function on the parameter $\theta$. The function $S_{\theta}$ satisfies the following condition:

For every fixed $\theta$, $S_{\theta}(y)$ is strictly increasing in $y$, and bounded from above and below for any $y \in (-\infty, +\infty)$.

Moreover, for every fixed $y$, $S_{\theta}(y)$ is continuous and nondecreasing in $\theta$.

The shape function makes the objective function value positive, and the strictly increasing property preserves the order of solutions and, in particular, the optimal solution. Other conditions on the shape function are regularity conditions to facilitate the derivation and analysis later. The shape function also imposes a weighting scheme on the samples based on sample function evaluations, and hence guides the sampling distribution toward the more promising regions where the candidate solutions have better performance; this point will be discussed in detail in Section 3. Then, for an arbitrary but fixed $\theta^*$, we define

$$L(\theta; \theta^*) = \int S_{\theta}(H(x)) f(x; \theta) \, dx.$$

By the condition on the shape function, it is easy to see that for a fixed $\theta^*$,

$$L(\theta; \theta^*) \leq S_{\theta}(H(x^*)),$$

and the equality is achieved if and only if all the probability mass of $f(x; \theta)$ is concentrated on a subset of the set of global optima. We further define

$$I(\theta; \theta^*) \equiv \ln L(\theta; \theta^*).$$

Since $\ln(\cdot)$ is a strictly increasing function, $I(\theta; \theta^*)$ has the same set of optimal solutions as $L(\theta; \theta^*)$.

Following our main idea outlined before, we propose a stochastic search algorithm that carries out the following two steps at each iteration: let $\theta_k$ be the parameter obtained at the $k$th iteration,

1. Generate candidate solutions from $f(x; \theta_k)$.
2. Update the parameter to $\theta_{k+1}$ using a Newton-like iteration for $\sup_{\theta \in \Theta} I(\theta; \theta_k)$.

The second step requires one to compute the gradient and Hessian of $I(\theta; \theta_k)$, whose analytical expressions are provided in Proposition 1 below when the sampling distribution is chosen to be an exponential family of densities (see Proposition 2 in Zhou and Hu 2014 for the same result and result for the case of general distributions; we provide the proof here for completeness). The definition of exponential families (cf. Barndorff-Nielsen 1978) is stated as follows.

**Definition 1.** A family $\{f(x; \theta) : \theta \in \Theta \subset \mathbb{R}^d\}$ is an exponential family of densities if its probability density function (pdf) satisfies

$$f(x; \theta) = \exp\{\theta^T T(x) - \phi(\theta)\},$$

$$\phi(\theta) = \ln \left(\int \exp(\theta^T T(x)) \, dx\right).$$

where $T(x) = [T_1(x), T_2(x), \ldots, T_d(x)]^T$ is the vector of sufficient statistics, $\theta = [\theta_1, \theta_2, \ldots, \theta_d]^T$ is the vector of natural parameters, and $\Theta = \{\theta \in \mathbb{R}^d : |\phi(\theta)| < \infty\}$ is the parameter space that is an open set with a nonempty interior.
Proposition 1. Assume that \( f(x; \theta) \) is twice differentiable in \( \theta \) and that \( \nabla_{\theta} f(x; \theta) \) and \( \nabla_{\theta}^2 f(x; \theta) \) are bounded on \( \mathcal{X} \) for any \( \theta \). Furthermore, if \( f(x; \theta) \) is in an exponential family of densities, then

\[
\begin{align*}
\nabla_{\theta} l(\theta; \theta') &= E_{\theta\theta'}[T(X)] - E_{\theta\theta'}[T(X)], \\
\nabla_{\theta}^2 l(\theta; \theta') &= \text{Cov}_{\theta\theta'}[T(X)] - \text{Cov}_{\theta\theta'}[T(X)],
\end{align*}
\]

where \( E_{\theta\theta'} \) and \( \text{Cov}_{\theta\theta'} \) denote the expectation and covariance with respect to \( f(\cdot; \theta') \), and \( E_{\theta\theta'} \) and \( \text{Cov}_{\theta\theta'} \) denote the expectation and covariance taken with respect to the pdf \( g(\cdot; \theta') \), which is defined by

\[
g(x; \theta) = \frac{S_{\theta} (H(x)) f(x; \theta)}{\int S_{\theta} (H(y)) f(y; \theta) \, dy}. \tag{4}
\]

Proof. Consider the gradient of \( l(\theta; \theta') \) with respect to \( \theta \),

\[
\nabla_{\theta} l(\theta; \theta') |_{\theta=\theta'} = \nabla_{\theta} L(\theta; \theta') |_{\theta=\theta'} = \frac{f_S(\theta)}{L(\theta; \theta')} \nabla_{\theta} \ln f(x; \theta) dx |_{\theta=\theta'} = E_{\theta\theta'} [\nabla_{\theta} \ln f(x; \theta')]. \tag{5}
\]

Differentiating (5) with respect to \( \theta \), we obtain the Hessian

\[
\nabla_{\theta}^2 l(\theta; \theta') |_{\theta=\theta'} = \frac{f_S(\theta)}{L(\theta; \theta')} \nabla_{\theta} \nabla_{\theta} \ln f(x; \theta) dx |_{\theta=\theta'} + \frac{f_S(\theta)}{L(\theta; \theta')} \nabla_{\theta} \nabla_{\theta} (\nabla_{\theta} \ln f(x; \theta)) |_{\theta=\theta'}. \tag{6}
\]

Using \( \nabla_{\theta} f(x; \theta) = f(x; \theta) \nabla_{\theta} \ln f(x; \theta) \) in the second term on the right-hand side, the above expression can be rewritten as

\[
\nabla_{\theta}^2 l(\theta; \theta') |_{\theta=\theta'} = E_{\theta\theta'} [\nabla_{\theta} \ln f(x; \theta')] + E_{\theta\theta'} [\nabla_{\theta} \nabla_{\theta} \ln f(x; \theta')] + E_{\theta\theta'} [\nabla_{\theta} \nabla_{\theta} \ln f(x; \theta')] |_{\theta=\theta'}. \tag{7}
\]

Furthermore, if \( f(x; \theta) = \exp(\theta^T T(x) - \phi(\theta)) \),

\[
\nabla_{\theta} \ln f(x; \theta) = T(x) - E_{\theta\theta'}[T(X)]. \tag{8}
\]

Plugging (7) into (5) yields

\[
\nabla_{\theta} l(\theta; \theta') |_{\theta=\theta'} = E_{\theta\theta'}[T(X)] - E_{\theta\theta'}[T(X)]. \tag{9}
\]

Differentiating (7) with respect to \( \theta \), we obtain

\[
\nabla_{\theta}^2 \ln f(x; \theta) = -\text{Cov}_{\theta\theta'}[T(X)]. \tag{10}
\]

Plugging (7) and (8) into (6) yields

\[
\nabla_{\theta}^2 l(\theta; \theta') |_{\theta=\theta'} = \text{Cov}_{\theta\theta'}[T(X)] - \text{Cov}_{\theta\theta'}[T(X)]. \tag{11}
\]

With the analytical expressions of the gradient and Hessian, we are ready to use a gradient-based approach to update the parameter \( \theta \). To ensure the parameter updating is along the ascent direction of \( l(\theta; \theta') \), we approximate the Hessian by the slightly perturbed second term in \( \nabla_{\theta}^2 l(\theta; \theta') \), i.e., a negative definite term \(-\text{Cov}_{\theta\theta'}[T(X)] + \epsilon I\), where \( I \) is the identity matrix and \( \epsilon \) is a small positive constant. The reason for this approximation is that \( \text{Cov}_{\theta\theta'}[T(X)] \) is the Fisher information matrix, whose inverse provides a lower bound on the variance of an unbiased estimator of the parameter, leading to the fact that \( \text{Cov}_{\theta\theta'}[T(X)]^{-1} \) is the minimum variance stepsize for stochastic approximation (as we will show later, our algorithm can be interpreted as a stochastic approximation procedure on \( \theta \)). In summary, we update the parameter as follows:

\[
\theta_{k+1} = \Pi_\Theta \{ \theta_k + \alpha_k (\text{Cov}_{\theta\theta'}[T(X)] + \epsilon I)^{-1} \nabla_{\theta} l(\theta_k; \theta_k) \}, \tag{12}
\]

where \( \alpha_k \) is a positive stepsize, and \( \Pi_\Theta \) denotes the projection operator that projects an iterate back onto the parameter space \( \Theta \).

To have an implementable algorithm, we still need to evaluate or estimate the expectation and covariance terms in (9). The expectation term \( E_{\theta\theta'}[T(X)] \) can be evaluated analytically in most cases. For example, if \( f(\cdot; \theta_k) \) belongs to the family of Gaussian distributions, then \( E_{\theta\theta'}[T(X)] \) reduces to the mean and second moment of the Gaussian distribution. The covariance term \( \text{Cov}_{\theta\theta'}[T(X)] \) may not be directly available or could be too complicated to compute analytically, but it can be approximated by the sample covariance using the candidate solutions drawn from \( f(\cdot; \theta_k) \). Recalling (4), the remaining term \( E_{\theta\theta'}[T(X)] \) can be rewritten as

\[
E_{\theta\theta'}[T(X)] = E_{\theta\theta'} \left[ T(X) \frac{S_{\theta} (H(X))}{E_{\theta\theta'}[S_{\theta} (H(X))]} \right].
\]

Hence we can draw i.i.d. samples \( \{x_i; i = 1, \ldots, N_k\} \) from \( f(x; \theta) \) and compute normalized weights of the samples according to

\[
w_i \propto S_{\theta_i} (H(x_i)), \quad i = 1, \ldots, N_k; \quad \sum_{i=1}^{N_k} w_i = 1,
\]

and approximate \( E_{\theta\theta'}[T(X)] \) by \( \sum_{i=1}^{N_k} w_i T(x_i) \). Since the exact function value is not available in simulation optimization in the algorithm, we will use a performance estimate \( \hat{H}(x_i) \) (instead of \( H(x_i) \)) to compute the weight as above.
3. Algorithms: Gradient-Based Adaptive Stochastic Search for Simulation Optimization (GASSO) and Two-Timescale Gradient-Based Adaptive Stochastic Search for Simulation Optimization (GASSO-2T)

With the prior derivations, we propose the following algorithm.

Algorithm 1 (GASSO)

1. Initialization: choose an exponential family of densities \( \{f(\cdot; \theta), \theta \in \Theta\} \) and specify a small positive constant \( \epsilon \), initial parameter \( \theta_0 \), sample size sequence \( \{N_k\} \) that satisfies \( N_k \to \infty \) \((k \to \infty)\), simulation budget sequence \( \{M_k\} \) that satisfies \( M_k \to \infty \) \((k \to \infty)\), and stepsize sequence \( \{\alpha_k\} \) that satisfies \( \sum_{j=0}^{\infty} \alpha_k = \infty \), \( \sum_{j=0}^{\infty} \epsilon_j^2 < \infty \). Set \( k = 0 \).

2. Sampling: draw samples \( x_{i}^{k} \sim f(x; \theta_k), i = 1, 2, \ldots, N_k \).

3. Estimation: compute the normalized weights \( \hat{w}_i^k \) according to

\[
\hat{w}_i^k = \frac{S_{\theta_0}(H(x_i^k))}{\sum_{i=1}^{N_k} S_{\theta_0}(H(x_i^k))},
\]

and then estimate \( E_{s_{\theta_0}}[T(X)] \) and \( \text{Cov}_{s_{\theta_0}}[T(X)] \) as follows:

\[
\hat{E}_{s_{\theta_0}}[T(X)] = \frac{1}{N_k} \sum_{i=1}^{N_k} \hat{w}_i^k T(x_i^k),
\]

\[
\hat{\text{Cov}}_{s_{\theta_0}}[T(X)] = \frac{1}{N_k} \left( \sum_{i=1}^{N_k} \hat{w}_i^k T(x_i^k) \right)^T \left( \sum_{i=1}^{N_k} \hat{w}_i^k T(x_i^k) \right) - \frac{1}{N_k^2} \left( \sum_{i=1}^{N_k} T(x_i^k) \right) \left( \sum_{i=1}^{N_k} T(x_i^k) \right)^T.
\]

4. Updating: update the parameter \( \theta \) according to

\[
\theta_{k+1} = \Pi_{\Theta} \left\{ \theta_k + \alpha_k \left( \hat{E}_{s_{\theta_0}}[T(X)] + \epsilon I \right)^{-1} \left( \hat{E}_{s_{\theta_0}}[T(X)] - E_{s_{\theta_0}}[T(X)] \right) \right\},
\]

where \( \Theta \subseteq \Theta \) is a nonempty compact and convex set that closely approximates \( \Theta \), and \( \Pi_{\Theta} \) denotes the projection operator that projects an iterate back onto the set \( \Theta \) by choosing the closest point in \( \Theta \).

In the initialization step (step 1), the conditions on the sample size sequence and stepsize sequence are imposed to guarantee the convergence, which will be shown in the next section. For continuous problems, some common choices of sampling distribution include Gaussian family, truncated Gaussian family, Gamma family, and Dirichlet family. The specific choice is largely driven by the constraint set (or in other words, the solution space \( \mathcal{X} \)) of the problem. For example, if the solution space is unbounded (although we assume \( \mathcal{X} \) is compact for the purpose of convergence analysis, the algorithm can be applied to problems with unbounded solution space), then Gaussian is a good choice; if the solution space is a (scaled) simplex (with or without its interior), then Dirichlet is a good choice, since a sample from a Dirichlet distribution of appropriate dimension lies in the solution space; if the solution space has an irregular shape, we may use a truncated Gaussian family and need to use accept-reject sampling to generate candidate solutions that lie within the solution space.

The sampling step (step 2) draws candidate solutions from the current sampling distribution and runs simulation to obtain their performance estimates. The estimation step (step 3) computes the gradient and Hessian estimates using the samples. One common choice of the shape function \( S_{\theta} \) is the level/indicator function used in the CE method and MRAS: \( I(H(x) \geq \gamma_0) \), where \( \gamma_0 \) is the \((1 - \rho)\)-quantile \( \gamma_0 = \sup \{ r : P_{f_0} \{ x \in \mathcal{X} : H(x) \geq r \} \geq \rho \} \), and \( P_{f_0} \) denotes the probability with respect to \( f(\cdot; \theta) \). Another similar choice is \( (H(x) - H_I)I : \{ H(x) \geq \gamma_0 \} \), where \( H_I \) is a lower bound on \( H(x) \) so that \( S_{\theta}(H(x)) \) is always nonnegative. These shape functions essentially prune the level sets below \( \gamma_0 \) and give equal or more weight to the elite solutions in the level set above \( \gamma_0 \). By varying \( \rho \), we can adjust the percentile of elite samples that are selected to update the next sampling distribution: the smaller \( \rho \), the fewer elite samples selected, and hence more emphasis is put on exploiting the neighborhood of the current best solutions. These shape functions are found to work well in terms of balancing the trade-off between solution accuracy and convergence speed when the parameter \( \rho \) is relatively small (e.g., \( \rho \in [0.1, 0.2] \)); intuitively, it is because the inferior candidate solutions usually have no implication on the promising regions that contain good solutions. Note the indicator function does not satisfy the regularity condition on \( S_{\theta} \) (such as continuity) needed for analysis, so instead, we use a continuous approximation

\[
S_{\theta}(H(x)) = \frac{1}{1 + e^{-S_{\theta}(H(x)) - (1 - \delta)\gamma_0}},
\]

where \( S_{\theta} \) is a large positive constant and \( \delta \) is a constant in \((0, 1)\). This continuous approximation can be made arbitrarily close to the indicator function \( I(H(x) \geq \gamma_0) \) by choosing sufficiently large \( S_{\theta} \) and small \( \delta \). When the approximation is close enough, we observe that there is no difference in numerical results between using the exact indicator function or the continuous approximation. Other possible choices of the shape function include \( S_{\theta}(H(x)) = \exp(H(x)), \) and \( S_{\theta}(H(x)) = \exp(H(x)I(H(x) \geq \gamma_0)) \), which work well for some problems.

The projection operator in the updating step (step 4) is used to ensure the iterate stays inside the parameter
space $\Theta$. To make sure the projection yields a unique point inside $\Theta$, we take a compact and convex approximation $\tilde{\Theta}$ of $\Theta$. Moreover, to make the projection operation computationally easy, for most of the sampling distributions mentioned above, $\tilde{\Theta}$ can be a hyperrectangle having the form $\tilde{\Theta} = \{ \theta \in \Theta: a_i \leq \theta_i \leq b_i \}$ for constants $a_i < b_i$, $i = 1, \ldots, d$, and these constants can be set so as to ensure $\tilde{\Theta}$ is a close approximation to $\Theta$; other more general choices of $\tilde{\Theta}$ may also be used (see, e.g., Kushner and Yin 2004, Section 4.3).

### 3.1. GASSO-2T

The parameter updating step in GASSO can be interpreted as a stochastic approximation scheme for evaluating the zeros of $\Pi_\Theta \{ \text{Cov}_{f_k}(T(X)) + \epsilon I \}^{-1} \nabla_\theta l(\theta; \theta)$. To reduce the sample size per iteration and further improve the efficiency, we can also use a stochastic approximation scheme to update the Hessian and gradient estimates but on a faster timescale. That is, at $k$th iteration we carry out the following steps:

1. Draw candidate solutions $x'_k \sim f(x; \theta_k)$, $i = 1, \ldots, N$, and simulate to obtain $h(x'_i, \xi_i)$, $i = 1, \ldots, N$.
2. Update the gradient and Hessian estimates on the fast timescale with stepsize $\beta_k$.
3. Update the parameter $\theta_k$ on the slow timescale with stepsize $\alpha_k$.

The stepsizes satisfy the standard conditions in two-timescale stochastic approximation (Borkar 2008) as shown in the following assumption.

**Assumption 1.** The stepsizes satisfy the following conditions:

\[
\sum_k \alpha_k = \sum_k \beta_k = \infty, \quad (11)
\]

\[
\sum_k (\alpha_k^2 + \beta_k^2) < \infty, \quad (12)
\]

\[
\lim_{k \to \infty} \frac{\alpha_k}{\beta_k} = 0. \quad (13)
\]

By Assumption 1, as $k$ goes to infinity, $\beta_k$ dominates $\alpha_k$. Therefore the parameter $\theta$ is updated on the slow timescale with stepsize $\alpha_k$, while the gradient and Hessian estimates are updated on the fast timescale with stepsize $\beta_k$. When $k$ is large, the parameter $\theta_k$ remains almost unchanged compared with the gradient and Hessian estimates, therefore $\theta_k$ is often said to be quasi-static to the fast timescale. This implies that the sampling distribution can be viewed as fixed over many iterations while the gradient and Hessian estimates are updated, and therefore, often a much smaller sample size is needed for every iteration.

With the above idea, we propose the following two-timescale variant of GASSO, named as GASSO-2T.

**Algorithm 2 (GASSO-2T)**

1. **Initialization:** choose an exponential family of densities $\{ f(\cdot; \theta) \}$, and specify a small positive constant $\epsilon$, initial parameter $\theta_0$, sample size $N$ (integer $\geq 1$), simulation budget $\{ M_k \}$ that satisfies $M_k \to \infty$ ($k \to \infty$), and stepsize sequences $\{ \alpha_k \}$ and $\{ \beta_k \}$ that satisfy Assumption 1. Set $k = 0$. Set $L_0(1) = 0$, $G_0(1) = 0$, $ET_0(1) = 0$, $T_0(1) = 0$, $Q_0(1) = 0$.
2. **Sampling:** draw samples $x'_k \sim f(x; \theta_k)$, $i = 1, 2, \ldots, N$. For each $x'_i$, evaluate the performance by simulation to generate $h(x'_i, \xi_i)$, $j = 1, \ldots, M_k$, and compute the performance estimate $\hat{H}(x'_i) = (1/M_k) \sum_{j=1}^M h(x'_i, \xi'_i)$.
3. **Estimation:**
   a. First, we estimate $E_{\theta_k}[T(X)]$ as follows: For $i = 1, \ldots, N$, update
      \[
      L_k(i + 1) = L_k(i) + \beta_k (S_{\theta_k}(\hat{H}(x'_i)) - L_k(i)). \quad (14)
      \]
   b. Next, we estimate $E_{\theta_k}[I(X)]$ as follows: For $i = 1, \ldots, N$, update
      \[
      G_k(i + 1) = G_k(i) + \beta_k \left( S_{\theta_k}(\hat{H}(x'_i)) \right) \left( \frac{T(x'_i) - G_k(i)}{N+1} \right). \quad (15)
      \]
   c. Finally, we estimate $\text{Cov}_{f_k}(T(X))$ as follows: For $i = 1, \ldots, N$, update
      \[
      P_k(i + 1) = P_k(i) + \beta_k (T(x'_i) - P_k(i)), \quad (16)
      \]
      \[
      Q_k(i + 1) = Q_k(i) + \beta_k (T(x'_i) - Q_k(i)). \quad (17)
      \]
   4. **Updating:** update the parameter $\theta$ according to
      \[
      \theta_{k+1} = \Pi_{\tilde{\Theta}} \{ \theta_k + \alpha_k \left[ \text{Cov}_{f_k}(T(X)) + \epsilon I \right]^{-1} \left( \hat{E}_{\theta_k}[T(X)] - E_{\theta_k}[T(X)] \right) \}, \quad (18)
      \]
      where $\tilde{\Theta} \subseteq \Theta$ is a nonempty compact and convex set that closely approximates $\Theta$, and $\Pi_{\tilde{\Theta}}$ denotes the projection operator that projects an iterate back onto the set $\tilde{\Theta}$ by choosing the closest point in $\tilde{\Theta}$.
   5. **Stopping:** check if some stopping criterion is satisfied. If yes, stop and return the current best sampled solution; else, set $k := k + 1$ and go back to step 2.

GASSO-2T differs from GASSO in the estimation step (step 3), where the expectation and covariance terms are estimated through stochastic approximation iterations instead of sample average estimates. For example, in step 3(a) the samples generated at the current iteration are used to update the estimate for $L(\theta_i; \theta_k)$ sequentially, and the final estimate $L_k(N + 1)$ of the current iteration is set to be the initial estimate $L_{k+1}(1)$ of the next iteration. In contrast to GASSO which estimates $L(\theta_i; \theta_k)$ by the sample average of samples generated at the current iteration, GASSO-2T uses all the samples that have been generated so far.
Because GASSO-2T uses all the samples generated in the current and previous iterations for estimation, GASSO-2T only needs a fixed and usually small sample size at each iteration. To make it easier to see, consider the case that only a single sample \( x_k \) is drawn in iteration \( k \), i.e., \( N = 1 \), for all iterations. Then, for example, the iterate in step 3(a) can be written as

\[
L_{k+1} = L_k + \beta_k (S_{\theta_k}(\hat{H}(x_k)) - L_k) = (1 - \beta_k) L_k + \beta_k S_{\theta_k}(\hat{H}(x_k)),
\]

where we suppress the index \( i \) because \( N = 1 \). By induction, we can write out \( L_{k+1} \) as a weighted sum of all sample values \( S_{\theta_0}(\hat{H}(x_0)), \ldots, S_{\theta_k}(\hat{H}(x_k)) \) from the first iteration to the current iteration, with smaller weight on the samples further away in the past and all weights summing up to one. The intuitive reason that we can use this weighted-sum estimate is because \( \theta_k \) is updated on a slow timescale, and thus there is little change in \( \theta_k \) from iteration to iteration viewed by the \( L_k \)-iterate that is updated on the fast timescale; hence, samples from previous iterations can be used to estimate the expected value under the current distribution \( f(\cdot; \theta_k) \), but their weights need to be discounted to take into account that there is still a little difference between previous distributions and the current one. Therefore the effective sample size for estimation of the gradient and Hessian in GASSO-2T is roughly equal to the total sample size of all iterations, and this effective sample size automatically increases to infinity as iteration number goes to infinity, which makes estimation error go to zero in the limit. Theoretically, the sample size per iteration can be \( N = 1 \) in GASSO-2T, but, in practice, we usually use a sample size from 50 to 100 for numerical stability. In contrast, since GASSO only uses the samples generated at the current iteration to estimate the gradient and Hessian, it requires the sample size per iteration to increase to infinity (i.e., \( N_k \to \infty \), \( k \to \infty \)), to ensure the estimation error goes to zero so that the convergence of the algorithm can be guaranteed. This intuition will be made formal in the convergence analysis.

4. Main Convergence Results

In this section, we first present Assumptions 2 and 3. Due to the lack of space, the detailed convergence proof is presented in the accompanying online supplement. Nonetheless, we state here our main convergence results, viz., Theorem 1, Lemma 1, and Corollary 1, on the convergence of the iterates obtained from GASSO-2T. The proofs of Lemma 1 and Corollary 1 are also presented here as they are independent of other results. Our analysis draws upon techniques from stochastic approximation literature (Kushner and Yin 2004, Borkar 2008). The convergence proof for GASSO is straightforward and is briefly mentioned in Remark 2 of the online supplement.

We do not analyze the rate of convergence of our algorithm. In general, it is hard to obtain rate of convergence results for two-timescale stochastic approximation, see, however, Konda and Tsitsiklis (2004) where rate results for a two-timescale scheme with linear (faster and slower) slowness have been obtained.

We make the following regularity assumptions.

**Assumption 2.** (i) The set \( \mathcal{X} \) is compact.

(ii) For a fixed \( \theta \in \hat{\Theta} \), the function \( S_\theta(H(\cdot)) \) is Lipschitz continuous with Lipschitz constant \( K_0 < \infty \).

(iii) The set of functions \( \{ S_\theta(\cdot), \theta \in \hat{\Theta} \} \) is uniformly bounded.

(iv) For any fixed \( \theta' \in \hat{\Theta} \), the function \( L(\theta; \theta') \) is twice continuously differentiable for \( \theta \in \hat{\Theta} \).

**Assumption 3.** (i) The map \( x \mapsto T(x) \) is bounded on \( \mathcal{X} \).

(ii) For any fixed \( x \), the pdf \( f(x; \theta) \) is continuous in \( \theta \in \hat{\Theta} \).

Note that Assumption 2(ii) is imposed for the convergence analysis. In practice, we may apply the algorithm to more general problems where \( \mathcal{X} \) is not compact. We use the shorthand notation \( V_\theta(l; \theta'; \theta) \) for \( V_\theta(l(\theta; \theta') | l = 0 \). The ordinary differential equation (ODE) corresponding to the \( \theta \)-update in step 4 of Algorithm 2 is as follows:

\[
\dot{\theta}(t) = \Pi_\theta \{ V(\theta(t))^{-1} V_\theta(l(\theta(t); \theta(t))) \},
\]

where the operator \( \Pi_\theta(\cdot) \) is defined as follows: for any continuous function \( v : \mathbb{R}^d \to \mathbb{R}^d \),

\[
\Pi_\theta(v(y)) = \lim_{\eta \to 0} \left( \Pi_\theta(y + \eta v(y)) - \Pi_\theta(y) \right). \tag{19}
\]

Let \( Z \) denote the set of equilibria of (19) where

\[
Z \doteq \{ \theta \in \hat{\Theta} | \Pi_\theta \{ V(\theta)^{-1} V_\theta(l(\theta; \theta)) \} = 0 \}.
\]

**Theorem 1.** Under Assumptions 1–3, \( \theta_k \to Z \) w.p.1 as \( k \to \infty \). Note that \( \theta_k \to Z \) means \( \lim_{k \to \infty} \text{dist}(\theta_k, Z) = 0 \), where \( \text{dist}(\theta, Z) = \min_{\theta' \in Z} |\theta - \theta'| \).

**Lemma 1.** The stationary points \( \{ \theta : V_\theta(l(\theta; \theta)) = 0 \} \) lie in the set \( Z \).

**Proof.** Suppose \( W(\theta) \doteq -l(\theta; \theta) \). Then, \( W(\theta) \) works as a Lyapunov function for the ODE (19). This can be seen in the following manner: Note that

\[
\frac{dW(\theta)}{dt} = (\nabla_{\theta} W(\theta)) \frac{d\theta}{dt} = -V_\theta(l(\theta; \theta)) \Pi_\theta \{ V(\theta)^{-1} V_\theta(l(\theta; \theta)) \}.
\]

If \( \theta \in \hat{\Theta}^0 \) (the interior of \( \hat{\Theta} \)), then for \( \eta > 0 \) small enough,

\[
F_{\theta, \eta} \doteq \theta + \eta V(\theta)^{-1} V_\theta(l(\theta; \theta)) \in \hat{\Theta}^0
\]

as well; hence, by definition of \( \Pi_\theta(\cdot) \), we get

\[
\Pi_\theta(V(\theta)^{-1} V_\theta(l(\theta; \theta))) = V(\theta)^{-1} V_\theta(l(\theta; \theta)).
\]
This would also be true in the case of \( \theta \in \partial \Theta \) (the boundary of \( \Theta \)) when \( F_{\theta, \eta} \in \mathbb{E}^3 \) for small \( \eta > 0 \). Since \( V(\theta)^{-1} \) is positive definite and symmetric,

\[
-\nabla_{\theta} l(\theta; \theta) V(\theta)^{-1} \cdot \nabla_{\theta} l(\theta; \theta) \begin{cases} < 0, & \text{for } \theta \text{ s.t. } \nabla_{\theta} l(\theta; \theta) \neq 0; \\ = 0, & \text{ o.w.} \end{cases}
\]

Thus the points where \( \nabla_{\theta} l(\theta; \theta) = 0 \) lie in the set \( Z \).

**Remark 2.** In principle, because of the projection, there may exist spurious fixed points that lie in \( Z \) (see Kushner and Yin 2004), for which

\[
-\nabla_{\theta} l(\theta; \theta) \Pi_{\Theta} \{ V(\theta)^{-1} \nabla_{\theta} l(\theta; \theta) \} = 0
\]
even when \( \nabla_{\theta} l(\theta; \theta) \neq 0 \). Such fixed points would, however, lie on the boundary (\( \partial \Theta \)) of \( \Theta \). In case the equilibria of the unprojected ODE, i.e., (19), without the \( \Pi_{\Theta} \) operator, lie outside \( \Theta \), then the equilibria of the projected ODE would lie in \( \partial \Theta \) itself. Such equilibria would also be close to the ones of the unprojected ODE since \( \Theta \) closely approximates \( \Theta \).

As argued in Remark 2 of the online supplement, Theorem 1 and Lemma 1 also hold in the case of GASSO. Assuming that the set \( Z \) comprises only of isolated equilibria, these results together imply that GASSO and GASSO-2T converge to a stationary point that solves \( \nabla_{\theta} l(\theta; \theta) = 0 \). Let’s assume this stationary point is a local optimal solution (not a saddle point). Next, we show the relationship between such a point and a local optimal solution to the original problem (1).

**Corollary 1.** If \( \theta^* \) is a local optimal solution to the problem \( \sup_{\theta \in \Theta} l(\theta; \theta) \) and \( f(\cdot; \theta^*) \) is a degenerate distribution, then the support of \( f(\cdot; \theta^*) \) denoted by \( x^* \) is a local optimum of problem (1).

**Proof.** This can be shown by contradiction. If it is not true, then there exists a degenerate distribution \( f(\cdot; \theta^*) \) such that its support \( x^* \) is in the neighborhood of \( x^* \) and \( H(x^*) > H(x^*) \). Note that \( \theta^* \) and \( \theta^* \) are in \( \partial \Theta \) (the boundary of \( \Theta \)) since they are both degenerate, and hence \( \theta^* \) is in the neighborhood (confined to \( \partial \Theta \)) of \( \theta^* \). Denote by \( \{ \theta_n^* \in \Theta, n = 1, 2, \ldots \} \) a sequence in \( \Theta \) such that \( \theta_n^* \to \theta^* \) as \( n \to \infty \), and similarly, \( \{ \theta_n^* \in \Theta, n = 1, 2, \ldots \} \) a sequence in \( \Theta \) such that \( \theta_n^* \to \theta^* \) as \( n \to \infty \). Therefore

\[
\lim_{\theta_n^* \to \theta^*} l(\theta_n^*, \theta_n^*) = \ln S_{\theta_n^*}(H(x^*)) \to \ln S_{\theta^*}(H(x^*)) = \lim_{\theta_n^* \to \theta^*} l(\theta_n^*, \theta_n^*),
\]

where the inequality follows from the strictly increasing property of logarithm function and the forms of \( S_{\theta}(\cdot) \) of all the choices considered in this paper. It contradicts with the assumption that \( \theta^* \) is a locally optimal solution to the problem \( \sup_{\theta \in \Theta} l(\theta; \theta) \). Therefore \( x^* \) has to be a local optimal solution of the original problem.

**Remark 2.** Corollary 1 implies that GASSO and GASSO-2T converge to a locally optimal solution of the original problem if the limiting sampling distribution is a degenerate distribution. Note that the parameter of a nondegenerate distribution may also be a stationary point, but such a \( \theta^* \) is an unstable limiting point in practice. The reason is that a sample estimate of the gradient \( \nabla_{\theta} l(\theta; \theta) \) will not be exactly equal to zero, due to the variability caused by sampling from a nondegenerate distribution. Hence the \( \theta \)-iterate, driven by the gradient-based algorithm, will not rest on such a point. This intuition has also been empirically verified in our numerical experiments, where we have always observed the covariance matrix of the sampling distribution converge to a zero matrix.

### 5. Numerical Experiments

In this section, we demonstrate the performance of GASSO and GASSO-2T on several benchmark problems and a simulation optimization problem, and conclude with our recommendations on algorithm parameter choices for practitioners.

#### 5.1. Benchmark Problems

We test the algorithms on six benchmark continuous optimization problems with additive noise \( \xi \). We consider three cases for the noise \( \xi \): (i) stationary noise, where \( \xi \) is normally distributed with mean 0 and variance 100; (ii) increasing noise, where \( \xi \) is normally distributed with mean zero and variance \( \|x\|^2_2 \); (iii) decreasing noise, where \( \xi \) is normally distributed with mean zero and variance \( 100/(\|x\|^2_2 + 1) \). The test functions are all 10 dimensional, and their expressions are listed below. Specifically, Powell (\( H_1 \)) is a badly scaled function; Trigonometric (\( H_2 \) and \( H_3 \)) are multimodal functions with a large number of local optima, and the number of local optima increases exponentially with the problem dimension; Pintér (\( H_4 \)) and Levy (\( H_5 \)) are multimodal and badly scaled problems; and the weighted sphere function (\( H_6 \)) is a multidimensional concave function.

1. **Powell singular function** (\( n = 10 \))

\[
\begin{align*}
\alpha_1(x, \xi) &= -1 - \sum_{i=2}^{n} (x_{i-1} + 10x_i)^2 + 5(x_{i+1} - x_{i+2})^2 + \xi
\end{align*}
\]

where \((x_0, 0, 0, 0, 0, 0, 0, 0, 0, 0)\top, H_1(x^*) = E[\alpha_1(x^*, \xi)] = -1.

2. **Trigonometric function** (\( n = 10 \))

\[
\begin{align*}
\alpha_2(x, \xi) &= -1 - \sum_{i=1}^{n} (8\sin^2(7x_i - 0.9) + 6\sin^2(14(x_i - 0.9)^2 + (x_i - 0.9)^2) + \xi
\end{align*}
\]

where \((0.9, 0.9, 0.9, 0.9, 0.9)\top, H_2(x^*) = E[\alpha_2(x^*, \xi)] = -1.
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(3) Rastrigin function \((n = 10)\)

\[
h_3(x, \xi_x) = -\frac{n}{2} \left(\sum_{i=1}^{n} x_i^2 - 10 \cos(2\pi x_i) \right) - 10n - 1 + \xi_x,
\]

where \(x^* = (0, \ldots, 0)^T, H_3(x^*) = E[h_3(x^*, \xi_x)] = -1.\)

(4) Pintér’s function \((n = 10)\)

\[
h_4(x, \xi_x) = -\frac{n}{2} \left[\sum_{i=1}^{n} 20i \sin^2(x_{i-1} \sin x_i - x_i + \sin x_{i+1}) \right]
+ \frac{1}{10} \sum_{i=1}^{n} i \log(1 + i(x_{i-1}^2 - 2x_i + 3x_{i+1} - \cos x_i + 1)^2)
+ 1 + \xi_x,
\]

where \(x^* = (0, \ldots, 0)^T, H_4(x^*) = E[h_4(x^*, \xi_x)] = -1.\)

(5) Levy function \((n = 10)\)

\[
h_5(x, \xi_x) = -\frac{n}{2} \left[\sum_{i=1}^{n} \sin^2(\pi y_i) \right] - \frac{n}{2} \left[\sum_{i=1}^{n} [(y_i - 1)^2 (1 + 10 \sin^2(\pi y_i + 1))] \right]
- (y_n - 1)^2 (1 + 10 \sin^2(2\pi y_n)) + \xi_x,
\]

where \(y_i = 1 + x_i/4, x^* = (0, \ldots, 0)^T, H_5(x^*) = E[h_5(x^*, \xi_x)] = -1.\)

(6) Weighted sphere function \((n = 10)\)

\[
h_6(x, \xi_x) = -1 - \frac{n}{2} \sum_{i=1}^{n} i x_i^2 + \xi_x,
\]

where \(x^* = (0, \ldots, 0)^T, H_6(x^*) = E[h_6(x^*, \xi_x)] = -1.\)

We compare our algorithms to the CEOCBA method proposed by He et al. (2010). CEOCBA is a state-of-the-art stochastic optimization algorithm. It incorporates the successful ranking and selection procedure OCBA (Chen et al. 2000) into each iteration of the well-known CE method, by smartly allocating the simulation budget to candidate solutions at every iteration. He et al. (2010) have shown that CEOCBA is a great improvement on the standard CE method with equal allocation. Theoretically, the OCBA approach is only applicable to the case of additive Gaussian noise in the objective function, although heuristic extension to other additive noises is also possible. In contrast, our method does not require such additive and/or Gaussian assumption on the simulation noise, and is valid for general forms of objective functions.

In all three algorithms, we use the independent multivariate Normal distribution \(\mathcal{N}(\mu_k, \Sigma_k)\) as the parameterized distribution \(f(\cdot; \theta_k)\), where the covariance matrix is a diagonal matrix. We also test the instance of GASSO using the correlated multivariate Normal with a full covariance as the sampling distribution. The two GASSO implementations are denoted as GASSO (independent Normal) and GASSO (multivariate Normal), respectively, in the following tables and figures. The initial mean \(\mu_0\) is chosen randomly according to uniform distributions on \([-30, 30]^n\), and the initial covariance matrix is set to be \(\Sigma_0 = 1,000 I_{nxm}\) where \(n\) is the dimension of the problem, and \(I_{nxm}\) is the identity matrix with size \(n\). We observe in the experiment that the performance of the algorithm is insensitive to the initial candidate solutions, if the initial variance is large enough.

Since CEOCBA uses the elite samples at each iteration to update the sampling distribution, a comparable choice in our algorithms is to set the shape function as the indicator function \(S_{\theta_0}(h(x, \xi)) = I\{h(x, \xi) \geq \gamma_{\theta_0}\}\). However, the indicator function does not satisfy our assumption on the shape function in the convergence analysis, therefore we use a continuous approximation of the form \((10)\) with \(S_{\theta_0} = 10^3\) and \(\delta = 10^{-3}\), which makes \(S_{\theta_0}(h(x, \xi))\) a very close approximation to \(I\{h(x, \xi) \geq \gamma_{\theta_0}\}\). In all three algorithms, the quantile parameter \(\rho\) is set to be 0.1, and the \((1 - \rho)\)-quantile \(\gamma_{\theta_0}\) is estimated by the \((1 - \rho)\) sample quantile of the function values corresponding to all the candidate solutions generated at the \(k\)th iteration. In our experiment, we observe that the results using the previous two shape functions are indistinguishable (which is not surprising at all because of the close approximation). In practice, to simplify implementation, we can simply use the indicator function.

The sample size for each iteration is set to be \(N = 1,000\) for GASSO and CEOCBA; the sample size is \(N = 100\) for GASSO-2T, since GASSO-2T can use a small sample size due to the two-timescale updating scheme. For each candidate solution, we evaluate \(M = 10\) times to estimate its performance in GASSO and GASSO-2T; for a fair comparison, the simulation budget \(T\) per iteration in CEOCBA is set to be \(T = NM = 10,000\). Please note that although the asymptotic convergence requires the sample size \(N_k\) and simulation budget \(M_k\) go to infinity as the iteration \(k\) goes to infinity, it is sufficient to use constant \(N\) and \(M\) in practice when the total iteration number is finite. Other parameters in GASSO and GASSO-2T are set as follows: the small constant \(\epsilon = 10^{-10}\), and the stepsizes \(\alpha_k = 50/((k + 1,500)^{0.6}\) and \(\beta_k = 1/((k + 1,500)^{0.55}\), which satisfy Assumption 1. Other parameters in CEOCBA are set as follows: the initial number of function evaluations for each candidate solution \(n_0 = 5\), the budget increment \(\Delta = 100\), and we also apply the smoothing parameter updating procedure in DeBoer et al. (2005) on the parameter updating to prevent premature convergence, where the smoothing parameter is chosen to be \(\nu = 0.5\) as suggested in He et al. (2010). For all algorithms, we have implemented versions that use common random numbers (CRN) in evaluating the performance across different candidate solutions of the same iteration; these versions...
have demonstrated noticeable improvement over versions without CRN. The results presented next are versions with CRN.

We run each of these three algorithms 50 times independently. The average performance of the algorithms are presented in Table 1 and Figure 1 in this paper and Tables 2–3 in the online supplement. In particular, Table 1 and Figure 1, Table 2 and Figure 2 (online supplement), and Table 3 and Figure 3 (online supplement) show the results for stationary noise, increasing noise, and decreasing noise, respectively. In the tables, we denote by $\bar{H}$ the true optimal value of the test function, and $\bar{H}^*$ the average of the function values $H(\mu_k)$ returned by the 50 runs of an algorithm, where $K$ is the number of iterations of an algorithm, and std.err the standard error of the optimal function values. In the experiments, we found the computation time of function evaluations dominates the time of other steps, therefore we compare the performance of the algorithms with respect to the total number of function evaluations in the figures.

For all the test functions, the average optimal function values returned by GASSO (independent Normal) and GASSO (multivariate Normal) are very close, but GASSO (multivariate Normal) usually converges slightly faster, probably because it uses a larger family of sampling distributions. GASSO-2T converges faster than all other algorithms and often reduces the total number of function evaluations needed for convergence by about 3–4 times, which confirms the benefit of using the two-timescale scheme. Overall, CEOCBA and GASSO have similar performance in terms of solution accuracy and convergence speed, but GASSO is more accurate in Powell and Pintér’s functions. It is worth mentioning that although GASSO currently allocates the simulation budget equally to the candidate solutions, its performance is very comparable to CEOCBA and is sometimes more accurate. The OCBA scheme may also be incorporated into GASSO and GASSO-2T to further improve their empirical performance.

### Table 1. Stationary Noise—Average Performance of GASSO (Independent Normal), GASSO (Multivariate Normal), GASSO-2T, and CEOCBA

<table>
<thead>
<tr>
<th>Variable</th>
<th>GASSO (indep. Nor.)</th>
<th>GASSO (multi. Nor.)</th>
<th>GASSO-2T</th>
<th>CEOCBA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\bar{H}$</td>
<td>std.err</td>
<td>$\bar{H}$</td>
<td>std.err</td>
</tr>
</tbody>
</table>
| Powell $H_1$   | $-1$    | $-1.000$ | $0.000$   | $-1.001$ | $0.000$   | $-1.001$ | $0.000$   | $-5.144$ | $3.271$
| Trigonometric $H_2$ | $-1$    | $-1.000$ | $0.000$   | $-1.000$ | $0.000$   | $-1.000$ | $0.000$   | $-1.000$ | $0.000$
| Rastrigin $H_3$ | $-1$    | $-1.000$ | $0.000$   | $-1.000$ | $0.000$   | $-1.000$ | $0.000$   | $-1.040$ | $0.028$
| Pintér $H_4$   | $-1$    | $-1.002$ | $0.044$   | $-1.000$ | $0.000$   | $-1.000$ | $0.000$   | $-1.565$ | $0.017$
| Levy $H_5$     | $-1$    | $-1.012$ | $0.000$   | $-1.002$ | $0.000$   | $-1.000$ | $0.000$   | $-1.002$ | $0.000$
| Sphere $H_6$   | $-1$    | $-1.000$ | $0.000$   | $-1.000$ | $0.000$   | $-1.000$ | $0.000$   | $-1.000$ | $0.000$

### Table 2. Product Promotion Example—Average Performance of GASSO, GASSO-2T, and SMRAS

<table>
<thead>
<tr>
<th>Variable</th>
<th>GASSO</th>
<th>GASSO-2T</th>
<th>SMRAS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\bar{H}$</td>
<td>std.err</td>
<td>$\bar{H}$</td>
</tr>
<tr>
<td>$Q = 10$, $S = 5$</td>
<td>$305.77$</td>
<td>$0.28$</td>
<td>$305.95$</td>
</tr>
<tr>
<td>$Q = 10$, $S = 10$</td>
<td>$352.62$</td>
<td>$0.78$</td>
<td>$352.88$</td>
</tr>
</tbody>
</table>
simulating the evolution of $I_q(t)$ according to (21). In our numerical experiment, we use the following problem setting: $T = 7$ (i.e., time horizon is one week), $Q = 10$, $S = 5$, or 10, $B_s = 5$ for all $s$, $D_s$ follows a uniform distribution on $[0, 20]$; $r_q$ is randomly generated from a uniform distribution on $[0, 20]$ and the specific instance presented here is [15.2, 15.4, 6.4, 7.2, 17.1, 18.2, 13.8, 19.6, 15.8, 15.0]; $h_q$ is generated from a uniform distribution on $[0, 10]$, and the specific instance presented here is [2.9, 0.7, 6.2, 5.9, 6.8, 1.5, 6.1, 7.1, 1.9, 4.4].
The constraints (22) and (23) imply that for each \( s \), the solution vector \( x_s = [x_{s,1}, \ldots, x_{s,Q}] \) lives inside a \((Q + 1)\)-dimensional simplex (multiplied by \( B_s \)). Therefore, in the implementation of GASSO and GASSO-2T, we use the Dirichlet distribution (which is an exponential family of distributions) as the parameterized sampling distribution, because the support of a Dirichlet distribution is a simplex, which means that any samples generated from an appropriate Dirichlet would satisfy the constraints (22) and (23). More specifically, the pdf of the sampling distribution is \( f(y_s; \theta) = \prod_{i=1}^{Q+1} f(y_{s,i}, \theta_i) \), where for each \( s \)

\[
f(y_{s,i}; \theta_i) = \frac{\prod_{j=1}^{Q+1} y_{s,j}^{\theta_j-1}}{B(\theta)} , \quad y_{s,i} \geq 0 \forall i, \quad \sum_{j=1}^{Q+1} y_{s,j} = 1,
\]

where \( B(\theta) \) is a multinomial Beta function. By taking the transformation \( x_{s,i} = B_s \times y_{s,i} , i = 1, \ldots, Q \), we note that the \( x_{s,i} \)’s satisfy the constraints (22) and (23). We set the initial parameter \( \theta \) as an all-one vector, the stepsize \( \alpha_s = 50/(k + 1,000)^{0.6} \) and \( \beta_s = 1/(k + 1,000)^{0.501} \), and the sample size \( N = 200 \) per iteration for GASSO-2T; all the other parameter settings are the same as in the previous section.

For this problem, although we can still apply CEOCBA numerically, it is not a fair comparison because CEOCBA is derived based on the assumption of an additive Gaussian noise in the objective function, which obviously is far from satisfied by the objective function in this example. Instead, we compare performance with the SMRAS proposed by Hu et al. (2008), which is an extension of the very competitive model-based algorithm MRAS to the stochastic optimization setting. For fair comparison with GASSO and GASSO-2T, we use the same sample size \( N = 1,000 \) for each iteration and \( M = 10 \) for the number of evaluations of each candidate solution, and use the Dirichlet distribution above as the sampling distribution as well. All the other parameters are set as recommended in Hu et al. (2008).

Table 2 and Figure 2 show the average performance of the three algorithms based on 10 independent runs, for the problems with \( 50(Q = 10, S = 5) \) and \( 100(Q = 10, 5 = 10) \) dimensions, respectively. The results show that GASSO and GASSO-2T converge to a better solution than SMRAS, SMRAS converges faster than GASSO but slower than GASSO-2T, and GASSO-2T again demonstrates a considerable computational saving compared to GASSO. Lastly, we should mention many resource allocation problems take a similar form as this problem here with the same budget and nonnegativity constraints on the resource allocation, for example, users’ power allocation to transmit signal through different channels, see Hayashi and Luo (2009). If GASSO or GASSO-2T is to be applied on these problems, Dirichlet distribution would be a natural choice for the sampling distribution because its support coincides with the constraint set.

5.3. Recommendation on Parameter Choice

Based on theoretical intuition and our numerical experience, we give some general recommendations on the parameter settings in the algorithms.

Theoretically, the sample size per iteration needs to increase to infinity as the number of iterations goes to infinity in GASSO, and it can be constant for all iterations in GASSO-2T. In practice, since all algorithms have to stop after a finite number of iterations, we often set the sample size to be large enough. If the sample size is too small, there is too much noise in the estimate and the algorithm may not even converge; as we increase the sample size, the convergence usually improves but the improvement starts to diminish after a certain point. We recommend \( N \in [500, 1,000] \) for GASSO and \( N \in [50, 100] \) for GASSO-2T for problems of dimension under 100, and, in general, a larger sample size is needed as the problem dimension increases. To find the sweet spot, a practitioner can start with a relatively small sample size and gradually increase the
For GASSO, we recommend a large and the denominator (\(\alpha\) speaking, the ratio \(\frac{\alpha_0}{C}\) determines the initial stepsize and the denominator \((C + k)^a\) determines the decay rate. For GASSO, we recommend a large \(C \in [1,000,20,000]\) and a small \(\alpha \in (0.5,0.65)\) for a slow decay rate, and then choose \(\alpha_0\) as large as possible to increase the convergence speed while still maintaining convergence to a good solution (once \(\alpha_k\) becomes too large, the algorithm starts to become nonconvergent). For GASSO-2T, we need to additionally set the stepsize \(\beta_k\), and we recommend to use the same form as \(\alpha_k\), i.e., \(\beta_k = \alpha_0/(C + k)^b\), where the exponent \(b\) should be smaller than \(\alpha\) and between \([0.501,0.55]\).

The performance of the algorithms is not very sensitive to other parameter settings. We recommend the following: shape function set to be \(I\{H(x) > \gamma_H\}\), or \((H(x) - H_H)I\{H(x) > \gamma_H\}\) (the former choice is more robust while the latter is often faster), quantile parameter \(\rho \in [0.1,0.2]\), and initial parameter of the sampling distribution set to be close to a uniform distribution over the solution space.

6. Conclusion
In this paper, we developed a gradient-based adaptive stochastic search approach to simulation optimization over continuous solution space. Our proposed algorithm iteratively draws candidate solutions from a parameterized sampling distribution and updates the parameter of the sampling distribution using a direct gradient search over the parameter space. To reduce the number of candidate solutions that need to be generated per iteration, we further incorporated into the algorithm a two-timescale updating scheme, which updates the parameter on the slow timescale and the quantities involved in the parameter updating on the fast timescale. We showed asymptotic convergence of the proposed algorithms. Numerical results on several benchmark problems and a simulation optimization problem showed our algorithms have superior empirical performance, and the two-timescale algorithm improves computational efficiency by several fold. We also provided a detailed recommendation for practitioners on the parameter setting in the algorithms.
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